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Abstract 

T lip in1:f'rprE't.aLioll uf digital imagen is fonnll­
la.t.pc1 iJv d.ll a.llaJysis a.t two levels. At th p low 
level the imap;f' is segmented hasE'cl on textures. 
To thE:' regions thus ob tained a. lIlP.aning is at­
Lribntpd ".t the high lpvel of the a.T\alysis. Th p 
seglil enta.tioll as well a.s the in terpretat ion are 
for lI111h.t.ecl as la.1wli11 g processes w hie h POSSP.ss 
tli~' Markov property so that their distrihu tions 
foUow from Cihbs distrihntions. TbP. image 
ltJoclei and the ohject model for 1:]) (" interpre­
tat ion arp tilNPforf' determined by Gibhs distri­
hutions. The results for the interpretation of an 
acrial photop;raph of au urban area. in the fre­
CjUPllCY ba,nds red, green and blue a.re given . 

1 Introduction 

The illterprr~ t;at i on of cligit<l.l images taken hy 
SPllsors in a.eroplanes or satellites is a task which 
needs to be solved because of the ever increasing 
demand for cre<l.ting or upda.ting 1ll aps of differ­
ent sccdes of the surface of the earth. The infor­
mation cOBtained ill digit a.l images is not only 
needed ill ca.rtography but a.lso in gP.oclesy and 
photogra.nnlletry to feed geoinformation sys­
tPlllS . The automatic retrieval of the data from 
the digital ima.ges is necessary, as thp standa.rd 
procedure to obtaiu the information takes too 
1111lCh t.ime. Unfortunately, this part of the field 
of computer vision is extremely difficult to solve 
c1e~pitp. of many years of iuvestigations. In the 
follow ing first Tesul ts are presented of an au­
t01lla.tic interpretation of a.n aeria.l photograph 
ta.ken ill t he three challlleis red, green and hlue 
of an urhan area with streets, houses, garages, 
la.wlls , hedges and hushes. 
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Intc>rpretatiofl of digit(l.1 ima.ges means 1.0 idf'1 1-
tify oh ject.s amI attri h II te (I. lnr.a.nillg to t hom, in 
order to describe the' r011t0.11t of the im ap;e . Smile 
prior knol.'lleclgp Cl11 the COlltPllt is lleeded for tbe 
int P.T]HPtatioll . T his lwowlcdge is collec.ted in 
the object llloclpJ which c.ontains tllp information 
011 t~1P objerts and r.he l"plaliolls bf'twPPII tlH' oh­
jP.cts. The ohject~, lil\(> streets, honses a.nd so O ll 

have to hp dr.scr ibed by t ileoir geo lllPtry and their 
fl lll ctionality so tha.t a sE'wa.ntic model is lleeded. 
A rc~lfltioll between ob jects , which is ve~ry help­
ful for the interpretation , is tlw neighborhood. 
It is th" context of object.s which ha.s to 1)(> rOll­

sicle-:"ed when interpreting cligital im ages. 

An im age model is also needed, by whjch the 
appearancp of th(> ohjects ill the digital ima~e 
is dE'scribed. Starting from the pixels, pirture 
primitivps have to he extracted to model the. 
ohjects of the image. This process is genPTally 
formulated at different levels. At the low levP.1 
of the image analysis the pixP.ls ;'He c:omh il1P.cl 1.(1 

form edges and regions , the picture pril1litivps. 
At a. higher level of the ima.ge analysis the priw­
itives may 1)(" put together to ohjPct primi tivE'S 
which at a high IP.vP.l of th8 analysis form the oh­
ject::; whose meaning is found by rela.ting then] 
to instances of the ob jeet mode1. 

In the following two levelS of ima.ge analysis a.re 
considered based OIl the a.ssumption tha.t thp oh­
jects contained in the image differ by tlleir tex­
tun~::i . Henc.e, at thp low lE'vel a segmentatio1l 
is appliP.d to gather pixels of identical textures 
ill regions. At the high level of the analysis a 
1l1l'2.ning is attrihuted to the re~ions so thitt the 
content of the image can be described. 

The segmentation at. the low 1evpl as wen as the 
interpretation at tIl(' hi gh levE'l ,HI" defined as la-



hding prC)cp~::;e~ . At 1;11e low jew, j each pixp i g('t~ 
a ial )('i by which i.he re?;iOD is 1)bi.<LiJlP(] (luci (I i, 

I.h\ high k w ,j each IPgillii geL ", ,I i;dlPl from wL ic.b 
the mE';(ll ill g foUO\vs. The lab(jlillg PJ(Jcp:;sr·'s itr !" 

illl.rodliCPc\ as ra.1ic1OllJ fi elcls wiLietl po:-;se~s th e 
Marko\· propf'rty, tha.t is, tIl(> cond iti()1l;11 dpllsi­

t ic's of Ihe laiwls depend Oll the vn.lues 01" the in.­
bels in the lleighborhood. By maximizing thesp 
c1ensities tllP valu E'S of the ia.lwi::; ;ue estillla.tec1. 
hi addition the> meaSHrpments of U)(.' ~;rp ... vn,lues 
0 [' t il l' three freqlH~nc:v ba.nels ;UP. introd urpc] as 

lanc]oUl va.riahles of a Ma.rkov raUc10llJ fi eld as 
\\P11 (\,s the> data c1pTivecl from thp regions ancl 
ll~p cl for the intn pretation a,t; the high Jevel. As 
lllentiollE'd, prior illfonna,tioll on th e objert;:; is 
av(\,ilahle so I.h (\,t Bayesian inference is a,pplied . 

Markov ra.nd om fi elds havE' lwen frequently ap­
plied for t iu" image processing at the low le-vp l, 
like restauration, edge detection and segmen­
tation, spe for illstance (KOCH AN D SCHM : DT 

1 WJ4, p.29n: PAN 1994) . At the high level 
NloDESTIN O A ND ZHANG (19D2) interpreted all 

image by defining the la.hels of tile ohjects as a. 
M(\,rkov random field. Their wOll was consid­
erably improved by K()STER (1995) who rigor­
ously applied Bayesian statistics and adcled to 
the neighbors of objects the indirect neighbors. 

Markov random fields havE' Gibbs distributions 
acrorcling to the theorem of HAMMERSLEY AND 

CLIFFORD from 1971, see for instance (KOCH 
AND SCHMIDT 1994, p.2(1). Gibbs dist.ribu­
tions are very flexible to define by means of 
cliques which arp based on neighborhoods so 
that. relations between oh jects can be ea3ily 
introduced. But also prior information ~all 

he readily incorporated by Gibbs distributions. 
The main part of the image model for the in­
terpretation applied here is constituted by the 
texture. It is described, as will bp shown, by a 
Gibbs distribution so that this distribution de­
flnes the image llIodel. The object model is also 
dE'tenninecl by a Gibhs distribution, since the 
Gihbs distributions introduced for the labeling 
process at the high level of the image allal:{sis 
neecl information from the object model. 

In the following chapters the image interpret a-. . 

tion is descrihed by considering the analysis at 
the low level together with the analysis at the 
high level. The theory for such an aproach has 
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bPP ll ()utlined h.Y I\oc: H ( I ~) 9[i). FIJI· pasy {"p r·­

t ]"(" Il<P 1.[; " Ii!aill rp:'.m][.s ;up 1"(' jH'<J.ll'ri 1""1"1-' fn­

i!,2dwr 'Ni l !1 iefillPl!l Pl il, c. wbich w('n~ ll f·' ("l';':;S'lry. 

First. reslllts ;1. 1"(' a.l sfJ pTe~f' ut p.d. Uwy ".f"(' I.akpli 
{rum ( hci:;T SR UJl)!)) . 

2 Modified Bayes' Theorem 

If (J cl (.>11 0 tps t lw vector of II nkllOWTI paranH>ters , 
y thp vedor of ohsPJVatiolls, tlw postpri or cletl­
sity p(8Iy) 01 the parameters 8 givell tl)(' obser­
vations y follows from Ba.yes ' thporem hy 

p(8IY) ex: p(8)p(Y I8). (
.) I \ 
L. . I J 

wlwrp ex: denotes proportionality, p( 8) thp prior 
density and p( y18) the likelihood fllllCtion, sep 
for installce (EOCH j 990, p.4). Con ditional 
densi tips wiD servp (1.S prior dellsit ies in t.11(' fol­
lowing so that (2 .l ) li eN]::; to be llIoclified. This 
is readily a.ccomplishecl hy t he definition of tlw 

conditional density p(8Iy,z), see for iutitance 
(I\OC:H 1980, p.107) , 

I 
p(8,y,z) 

p( 8 y, z) = ( , 
]J y,z) 

(2.2) 

where z denotes au (\,clclitional random vP.,tor. 
By applying the definition (2.2) for p(yI 8, z ) we 
fin d 

p(O,y, z) = p(8 , z)p(yI8, z) 

a.nd furthermorE' 

]J( 8, z) = p( z )]J( 01 z ) 

p(y,z) = p(z)p(ylz). 

By suhstituting these results in (2.2) we obtain 
a modified Bayes' theorem 

p(8Iy,z) ex p(8Iz)p(yI8,z) , (2.:~ ) 

since p(ylz) is constant, because y and z aTE' 
a:,sllmed as given. The prior density p(8Iz) in 
(2.:n is now defilliecl by a conditional distrihu­
tion. 

The unknown parameters 8 are determined hy 
the MAP estimatf' (j of e 

(j = argmaxp(Oly, z) . 
. (J 

( 2.4) 



r 

I' , 

3 Markov Random Fields 

Ac> 1I1PIlLioHed iii 11)(, int. rodllnioll. t he im(l.f:;p in­
['(,li)]"('al:i011 is :-';01\'('([ bv <l. 1;1.hplillg proce;,;s at the 
low if'vpl and at t hp high 1<-,vel of tbp imagp anal­
.vsi r; . Ai. thE' IlIw levpl pixC:'1s are lahf'l r d. Let n 
br til!' sd of pixds 

~2 = {r = ('fl). 71) , 0 :S '/II, :S AI. 

o :S n :S N } : (;).1) 

wl]('I'<' )' E n cl e ll (l t{ ~s <'I. pixel <l.t the jJOSltlOJl 

('III. 'II) \v ith M being t.Jw llla.x.im1lll1 Humber of 

row:, <l.ud lV of colnmlls of tlte' digit.al im(t.ge. Thp 

1;I.belin .e; of t.he pixels is defilled as tlw M(),rkov 
1'<l.l1do111 tield E( r) with valup Cr , which (It,ter­
mille'S the tex1.\lp' t.o which the pixel 7' belongs , 

with 

C C {l T'} (-,. = I . t E t· , t· = , . .. , .L , 

where t (lenoles tIle Ia.hel , r the s('t oflabels and 
T t.he llluuher of textures. 

Piwl;:; b~lougillg to the same texture form a, H'­

gion rqH'eSentillg an object. Thus, at tlw high 
lev!'J of t.he image analysis we have the set K of 
region:; with J( elements 

A.: = {l, ... , J( } (:3.4 ) 

<\,nd pEA.: being an element of K. The labeling 
of the regions is clefiuf'd as the Markov random 
field E(p) with v(),lup Ep, which determines the 
meaning of the object representeel by the H'gion 
p, 

E(p) = fp , pEA.: (;L5) 

with 

(7' = I , I E r , [ = {I, ... , [!} , (:~. 6) 

where I denotes the lahel, [ the set oflabels and 
[T the number of objects. 

As mentioned in the introduction, Markov ra.n­
dom fields have Gibbs distrihutions. If the vec­
tor E contains the va.lues of t.he realization of 
th0 Markov ra.ndom field E(r) or E(p), its prob­
a.bility elensity function p( E) is given by the 
Gibbs distribution, see for installce (KOCH AN D 

SCHMIDT 1994, p.:258) 

1 
PtE) = Zexp(-U(E)) , 

wIH-'l'P Z d(l]wtr's tilP flo rrn alizatirnl cOllsL'II I !. ;111cl 

{;(E) 1:11 (' /: 'j iPrp:v. It- is dpj,Plm i lid bV'illlllllliw;; 

()\'PI 1.]](' [)OL(" llti;l.ls r.',.( E) 

':'; (E) = L (i,-( E) , 
ce : 

wberp c is a. cliql1 e and (,' the srt of diqilf:S of t iw 

gnLph dd in ecl for the Markov ran dom fi eld. vVp 
lll c.,y diiff'l'Plltiate between a Sillgk -s i1. p clique {'I' 

ft two- sites cliqu e C2 , a. cliqll(" ("1 wit h q nodI'S 
up to th(' clique cq wit.b maXilllllll1 uumlw]' (J of 
nod es. T hus we ohtain i1lstraci of (;:>.x) 

u ( €) = ~ [/1'[ (E ) + ~ { T"2 ( to) + .. . 

. 1 (" (' (' C' I ')' t l ' pt oi' WI ~, 1 ..' 1, ' 2, ·· ·, -''I' "'' -' Q )emp; l(' s . , 

singlr-sitp cliq l1 Ps, of two-sites clicp.l E?s (l,ud sn 
011 an d (' = ('1 U (.'2 U ... U e'l U . . . 1j ( '('d ' 

[hlP. to the great number of pixels the nOTlllaliza.­
tio11 constant Z in (:1.7) is difficult to c()m put E? 
for image pTOcessin?;. Thp conditiona.l densitv 
p( I'ili:!fi) of the valuE' fi of the lahel at nodp ·i 

with -i E {ri P} given thE? v(l,llles (i in the 1lE~igh­
bOThoocl , abbrevi(),ted by Ofi, is thereforr ll spd 

p(EiloEd 0:: exp{- L Uc(E)} , 
di)EC 

wlLPre the snm is taken over tlw cliques r-(i) 

which contain the node i (KOCH AND SCHM1DT 

1994, p.2(2). 

4 Density Fuhctions for the 
Labeling Processes 

At the low level of the image anaJysis tlw pixels 
arp. labeled according to their a.ffiliation to tex­

tures. Clusters of pixels are gehPrally attrihntf'd 
to one texture rather than it few pixels. This 
fact. can be introcll1Cf'd as prior infonn(l,tioii oil 
the label E,. for the pixel r from (:i.2) exprpssed 
hy the conditional df'llsity 

p( Erloc)") 0:: exp{ -[at + L /3s(l( f.,., ET +S ) 

sEN,. 

(4:1 ) 

with 



TllP ill d(~\ ., ([I'i lnl ('S a llE'igllbm n[' t he pi:.;yl j' in 
ii,,, ilPil!,hhorh,ltld ,\' , .. (I, a, llll iI., the j)'Lralllet.el'S 

(I;' l.Itt-' dplIs jr\·. Thi' PiH;UIIPl,('! 'c, fI, ('nuL!'nl t ilp 

1I1 1111hf'r o! pix('b 10 JW aI. Lribnj·(·,d I.u UII(O \P X-

1.11 1'1' (llid J, t h~' dirc'ellulls of thc' flnlll1da,ries of 
lilt, j,f'xLmps. (-I.l) i::, a sp(:cia.l cas(' or t.h(; (; ibbs 

di s1. rihu t.i nl1 (Tl O) (1\()(,1-l .'\ND SC l-l fl'll llT 1 9 ~J4 , 

p.:n :q. 

Tllf' itJ('ilSllrf'l1l0.1li.s or I hr-' g ra.y levels in thp clif­
["1'1"1'111: CreqllenrY h<tu ds 0 [" t he digital illl a[!;e con­
L,t ill di P lll fo rlll <1.t ioJl OJl the> t.ext ures . L<>t tli0.s(' 
1111>,lSIIJ"P llIPll(:S de'linr" a. lvlarkov ralldom nel(1 so 

Ib at. t he> de ll sit.y may lw obtaill l'ci by t IlP con di­
t io ll a l !lonnal clistrihut ioll, a sppcial casp of t hp 

C ilJ bs cl ist: rihul ioll . Let y ,. be ttw vector oflll ea.­
s ureHlPllts Ill' gra.y ]pvpls fo r differPllt fn~qu ellcies 

like re-'d. green and hlu p at. the pi xel 'r, ell e like­
lihuud ['(Inc tioll the ll follows witb (l(ocll .A.N n 

SCHMrDT 1994. p.;-lO:-->; l\ocH 19\).1) 

Il,h· - L dscdY"+s ,k-/J,k + Y1'- s,k-l l cdF}} , 
-'EN, 

( 4.2) 

where with y,. (Y"k) the measurement Y"l of 
the frequency I.: at pixel l' is considerecl as lwing 
independent from the measurement of the dif­
ferent fJ'f~qllellcie:; at pixpj 1'. Th e param0.ters of 
the cl0.usit.y arp the Ule'!.11 fl rk of Yd:. its variance 
a;k and 13S(/..-, which descrihes the texture at the 
fr0.quellcy k for identicallaheis f1' and fh, .. 

Wi th t he prior dellsi ty (4,1), which can hE' as­
slUlled as heing COIl clitiuu ally clepeu dent on Dy,., 
a1ld with the likp.lihooc1 functioll (4.2) we ohtain 
the pos terior density fo], t,. fTom (2.:3) with 

P(E .,. jY1.,iJy,. .C)f,.) ,x 

p( E,·I Ut,- )p( Y.,. ldy.,., t r, dE?' ) , (4 .:3 ) 

By mea.ns of this density the MAP estimate 
(2.4) for the label f,. is obtained eitllPT by a 
c1etenlliuistic or a stochastic procedure (KOCH 
AN 0 Sell MIDT 1994. p.:\24). A deterministic 

lllethod is applied here , which is llluch faster 
t. hall (l, stochas tic ap proarh. For each texture 
training-sets are assumed to be available so ~ hat 
the pa.rameters of the c1ellsity (4.2) can be esti­
mated . Approximate ['('sults for the segmenta.­
t.ion are llsed t o E'stimat0. the pa.rameters of thE' 
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dum;it:; (·-1-. 1) . (:U) is l. il('f'I'kl('(-' ;\ppli pc! ill ilpr,l-
1 intiS. 'I'll('- firs!. i I. c' r,t.I i· III is ,,(lIply lJ,lSE' d Un I. hi' 
iike /ih·)(), ! iIII IC !J(l il (1_:2). 

'[' I'll ' r p~i(JJiS Il h l.;l.illPd I'ro tll i:lw :;('~ llIP111 'l tinll 'I.j'(-­

la.lH'ipd ,I,I [h e high lew,1 of t,he illl,lf!/' ;11In.lys is 

in urd er i, u fi ll ci tlwir IIJ('cLll i]lg . Prior ill i'Ol'lll(J­
I, jun (J1l thE' 1,'d) !'1 t

/
, ill (;-l.G) ('Ol1\!"S frl)ll1 f. liP [rp­

Q11 C'1 1C'Y uf t he C)crurrr'llcp or t 11 P nhjPcls ill UII' 

SC P 11 E' . Thrse frequf'nc ips itS WE'll ,\5 t hp I'r(-'<llH'll(')i 

or H IP ()(,C IlH0 1l ep of 1H~ i f!;h horing n bj pr !.f, a rr ' ;-15-

SU lli ed <IS gjV('~J1 by th e objE'rt model. T Ill-' prinr 

information is ex prpssecl by d i P ('o ll(LiLnn al dPll­

si t.V (:3 .10) for 1:lw lahel (", of 1.1](, l'egiol l JI with 
E = ( f),). B:v S II b s tit 11 1: i II ~ ( ; l. <)) W f' 0 b t (t. i II ( l( 0 (;[-1 

19l)!); hiisTgR HJW>, p .:24 ) 

p( (l, IOt f, ) I.X exp{- L U,. J E) -. , . 
cd l')E C j 

Let 87"1 1)(' th e ll111111wr of cliqlles with (/ sites , 

thus 87'1 = j. We th 0.11 obtain ins tea.d or (4.4) 

qE{l , ... ,Q},OE{L ... ,S"q }. (4.5) 

wheT!~ ,)'pg ha~ beE'n used to normalize til<-' COll­

tribution of th e potentials of the clique;:; with 
p(!ual nodes. The potenti al of one r.liqHE' is now 
clenotE' cl by lipc, ,, ( E) ill order to inclicate tbat t.h e 
rel!;ion 7J lwlongs to t!tp clique, tha.t q sitrs con­
stitute the clique alld 0 is it s 1Il11111w[' within th E' 
diqups of q site:), 

Applying the freqllencies lllPlltiol1E'cl ahovp we 

may a.lso write 

p( Ep liJEp) ex: p~1j (E) . . . Ppq( E) ... JlpQ (E) (4.6 ) 

with 

whE'rp ]Jpq( E) denotes the contribution of the 
cliques with q sites to the density and Ppqo(E) 
the rontribution of clique () within the diques of 
q sitE'S . The numheT S pr! has bpen used aga.in for 
tll(> normalizat ion . By comparing the ri[!;lit hand 



sid es of (4.0) and (4.G) we conclude (I(OST£R 
[99 1) . p,LS) 

1/''; I 1 [' (" Ppqo (£) "~I"~, u: exp'\.'--S" il'c](; E)J, 
, 7lf] 

or 

(4.7) 

Data., which characterize the regions to be inter­

preted , shollid be invari ant with respect to the 

scale and tbe rotat ion of the regions, Ohserva­

t ions describing t he form and the compactness 
of a region are therefore suitable for the interpre­

tation, By fo rming the ratio of the areas of t wo 
regions and the difference of th e orientations of 
two regions , tlle data for the relations between 
two regions ,),re obta.ined . If the ratios and differ­

ences are added, relations between three regions 
a.re found. This may be continued to higher or­

der rela.tions. 

Let the observat ions for the regions and their re­

lat ions define a Markov random field. According 

to the representation (3 .9) of the Gibbs distribu­
tion, the data for the regions are connected with 
the one-site cliques and the data for the rela­

tions between two and more regions with cliques 
of two and more nodes. Let Yp be the vector of 

observations for region P, then 

[ , , , ]' 
Yp = Yp 1 , ... , Ypq ' . . . , YpQ ( 4.8) 

with 

Ypq = (YpqOll ) , q E {I, .. . ,Q}, 
o E {I, ... , Spq} , v E {I, . . . , Vq} , 

where Ypq denotes the vector of observations for 
the cliques with q sites and Ypqov the observation 

itself. For each clique with q sites Vq observa- . 
tions are available. 

By assuming the components of Yp as being noI'­
mally distrihuted and independent although ra­

tios and difference of observations have been 

used, the likelihood function is obtained by 

(KOCH 1995; KOSTER 1995, p.23) 

p(Yp loyp, Ep, OEp) ex exp{ 

VII , 2 - L -, -2- (Ypllv - Jlll 'lI€) - .. . 
1I=1 20'1lV€ 

1 Spq Vq 1 2 -s L L ~(ypqOll - JlqOVf) - •.• 
pq 0=111=1 qOVf 
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( 4 .9) 

'1'1 t 1 ') i' I ' . 1E' pi:Lra111E' ers jJ.'!(l U' <tllC ari 'nl( 0 t If' (tensIty, 
t he p.xpected value a.ncl varia.nce of ,l}pqov, dep end 
on the labels Ep a.nd Ot]) , they aTe given by t he 

object model. 

T he posterior densi ty p(EpIYp) oy7" OEp) is ob­
tained as (43) with (4.5 ), (4.7) and (4 .9) fTOm 

(') '») ~.tJ 

p(Ep IYp, fJYp,chp) ex 

p( EploEp)p(Yp loyp, tp , OEp) . (4.10) 

T his density is used for the MAP-estimate of 

Ep. Again the deterministic procedurE' is much 
faster than the stochastic one ( KOSTER 1995, 
p.Gl ). 

5 Results 

T he interpretation has been applied to a part of 
the RGB aerial photograph "glandorf", which 
constitutes a test dat a set of the ISPRS Work­

ing Group Ili/3 (FRITS CH et al. 1994) . This 
digital image contains many shadows so that the 

grey values of the colors red, green and blue were 
traLsformed into the HSI color model (hue, sat­

uration and intensity) (GONZALES AND WOODS 
1992, p.234) . In the HSI color model the shad­
ows appear only in the intensity. Figure 1 shows 

the intensity by means of grey values of the 
part of the image "glandorf". Eight training 
sets were selected from the digital image for the 
segmentation. They represent streets, bushes, 

lawns, meadows and shadows from t rees and 
hou,3es. The remaining three sets show three 
kinds of textures for the roofs of houses . The 
results of the first segmentation based on the 

likelihood function (4.2) are given in Figure 2. 
Figure 3 shows the final results of the segmen­

tation. It contains 389 regions after applying a 

median filter which corrects minor misclassifica­
tions. As a comparison Figure 4 contains the 
segmentation of the RGB image. The houses 
cast the intensive shadows, the contours of the 
houses are better preserved in Figure 3. This 
segmentation is used for the interpretation, al­
though quite a number of regions are not cor­
rectly identified. 



) 

l~ight. oh.iec ts ha.d to be ielentified in the cLgi­
t;:Li illlagr: si.reets (8), bouses (ho) , a.l1nexps or 

garag(:'s ((I). hedges lhe). lawns (I), meadows 

(m), bushes (b), greens within streets (g). Ob­
"ervatiolls have been gathered for oIle-site, two­
sites a.m1 three-sites cliques, five for t he one -Eite 
cliques an(! three fOT the two- and three-sites 

cliques. The five observations for the one-Eite 

cliques are measures for the form, the roun d­
ness and the compactness of the regions and the 

first and second HU-invariant. The three obser­
vations for the two- an d three-sites cliques are 

the area, the orientat ion and the mean grey level 

of t he regions. 

For a comparison the segmented image of Figure 
:3 has heen visually interpreted. T he results are 
shown in Figure 5, where the identified objects 

are represent ed by grey values. Large areas la­
beled as unknown could not be in terpreted at 

all. T his is elue to the errors in the segmenta­
t ion. Figure 6 finally shows the results of the 

automatic interpretation. About 33 % of the 
objects are incorrectly labeleel in comparison to 
the visually interpreted image. These results C,re 
encouraging for furt her development. 
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Fig. 1: Inte.nsity of' colors of the 
digital imap;e 

F ig. ;3: Segmented HSI image 

Fig. 2: First s~gmentatjon of the 
HSI imi:Lge 

Fig. 4: Segllwuted H G B image 
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Fig. 6: Automatic interpretation 


